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Introduction
The Personal Career Development Plan (PCDP) describes both near and long term objectives of the fellow, to reflect on their progress, plan their future development, and take actions to realize their plans. The document must be completed and updated every 12 month by the fellow and his/her advisor. It will be monitored yearly by the Educational Committee who will also provide the feedback assessment results of the training programme on the occasion of the yearly meeting. Major deviations from the plan should be reported to the Educational Committee. 

1 Individual Research Plan
1.1 Host Institution

Università degli Studi di Firenze

1.2 PhD Advisor(s)

Giorgio Ottaviani 

1.3 PhD Thesis Supervisor Committee (if applicable)

1.4 Short overall project description

Tensors with their different notions of rank make a common language in Signal Processing, in Phylogenetics, in Computer Vision and in several Engineering models and applications.  Tensors are the multilinear extension of matrices and the intriguing connection between tensors and matrices poses several mathematical challenges.  The optimization problem of matrices, with respect to the rank, is linked to the spectral theory of matrices. The analogous questions for tensors are well understood only in the rank one case, a first goal of this project is the understanding of the higher rank case. 

Exact tensor decomposition algorithms, based on algebraic geometry techniques, and in particular using vector bundles, have been introduced recently.  A second goal of this individual project is to convert these algorithms as numerical approximate algorithms. With this goal, the first step is to consider the kernel of Hankel or Moment matrices. When the tensor is close to a tensor of small rank, we wish to construct the kernel of the closest low rank matrix, of the same structure than the given one, developing the algebraic analysis further. 

The second step is to extend the range of ranks where the algorithm can work, by considering more general contraction maps,  defined by suitable vector bundles.   The matrices obtained in this way are called Young flattening and they have a block structure. The kernel of such matrices is again a linear space of tensors. The main result is that the common tensor eigenvectors of this kernel space give the exact tensor decomposition of the original tensor.   This algorithm has been implemented with algebraic tools. A numerical implementation is desirable and it is one important goal of this individual project.

1.5 First secondment 

Sorbonne Paris

1.6 Second secondment 

INRIA Sophia Antipolis

2 Research Outputs, Dissemination and Mobility
2.1 Research results

Mention here your research results
2.2 Research publications

Mention here your publications (ongoing, submitted, accepted, published)
2.3 Dissemination and networking

Participation on the POEMA conferences and workshops. The Local environment extends to the activity “Applied Algebraic Geometry” joint among the universities of Bologna, Ferrara, Firenze and Siena, with monthly seminars. Participation on the summer school Mathematics and Data in Tromso. Participation on international conferences like “SIAM Applied Algebraic Geometry” and “MEGA Effective Methods in Algebraic Geometry”.

2.4 Software, Data, other

Currently working on a code for Waring decomposition in Macaulay2.

3 Personal Training Plan
3.1 Scientific training courses

The courses planned for this academical year are:
Introduction to Tensor Spaces: 3 credits, from January to February. The course will discuss about the apolarity lemma, rank and tensor decomposition, the Sylvester Algorithm, that are part of the main subjects of the research project.
Functions of variable complex and hypercomplex: 6 credits, this spring. Algebraic Geometry and Complex Analysis are two related topics, therefore it may have interesting techniques and different approaches for Algebraic Geometry problems that may be useful.
Combinatorial Game Theory and Elements of Choice: 3 credits, this spring. A different field of mathematics, that will be interest to diversify the general math knowledge.
Character theory of finite groups: 6 credits, this spring. The course will discuss Representation Theory, the Schur’s Theorem, and other topics that are related to techniques necessary to the research project.

3.2 Complementary training courses

Future plans to follow workshops on Macaulay2 to improve the computational skills.
3.3 Professional skill development

· Management skills: POEMA grants enough funds for the project, but it will be important to care for further opportunities when the deadline is approaching.
· Communication skills: Presentation of posters and seminars. This will have a local aspect, with informal communication for the local group, and a recorded and official aspect, with presentations at conferences and workshops named in the above points.
· Technical skills: Latex, Beamer, Macaulay2.
· Additional skills: Study of Italian.
4 Personal Career Development
4.1 Plan for the next period

To learn the required skills to develop research on Applied and Pure Algebraic Geometry. To increase the knowledge of computational skills, and to have the first publication.

4.2 Career objectives (Postdoctoral project, …)

To obtain a post-doctoral grant and become a established researcher active in Pure and Applied Mathematics.
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